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Overview

• Introducing AI

• AI in context

• Selected legal issues of AI

• Focus on: human dignity



AI: legal definitions
An AI system is a machine-based system that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate outputs such as predictions, 
content, recommendations, or decisions that can influence physical or virtual 
environments. Different AI systems vary in their levels of autonomy and 
adaptiveness after deployment. 

https://oecd.ai/en/ai-principles

‘artificial intelligence system’ (AI system) means software that is developed 
with one or more of the techniques and approaches listed in Annex I and can, 
for a given set of human-defined objectives, generate outputs such as content, 
predictions, recommendations, or decisions influencing the environments they 
interact with. – art. 3(1) AI Act

https://oecd.ai/en/ai-principles


• Black box society (Pasquale 2015)

• Surveillance capitalism (Zuboff 2019)

A bit of (recent) history
Around 2010, Big Tech companies that, by virtue of a business model based on secret 
algorithms and mass surveillance, already possessed the means for the interception of large 
flows of data, as well as the computing infrastructure for the collection and processing of such 
data, were able to achieve astonishing milestones with the application of programming 
techniques that had largely been known for decades.



• “real” secrecy

• legal secrecy

• obfuscation
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Theory of surplus value (Marx)

• Capitalist form of production: M – C – M’

• Means of production: machinery (aka constant capital) + labour (variable 
capital)

• In order to create surplus value, the capitalist form of production needs a 
commodity that produces more value than it itself costs

• Increasing the “surplus labour”: absolute (duration of working day) and relative 
(intensity of the labour process)

• Other means: automation, reserve of unemployed/underemployed labour

• → Seemingly unstoppable search for new forms and areas of surplus extraction 
and accumulation



The discovery of “behavioural surplus” (Zuboff)

• “Surveillance capitalism claims human experience as free raw material 
for translation into behavioural data”

• Some of these data are used for product or service improvement. The 
rest is retained as behavioural surplus

• Behavioural surplus feeds machine intelligence to produce behavioural 
predictions

• Finally, these “prediction products” are traded in a new kind of 
marketplace, namely behavioural future markets
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• Both Zuboff and Pasquale emphasise a “democratic deficit” in today’s information 
society, as dominated by algorithmic super-powers

• “Democratic values”: rule of law, transparency, accountability, participation in the 
decision process...

• The challenge: dominant narrative of technological inevitability and the tale of the 
boiling frog



D. MacQuillan Resisting AI: An Anti-Fascist Approach to Artificial Intelligence (Bristol University Press 2022)

Austerity is not a natural disaster but a political decision to prop up financial 
institutions at the expense of public spending. The hope of those decision makers 
is that machinic reasoning can solve the riddle of dealing with rising needs using 
sharply reduced resources.

Clara Mattei, The Capital Order: How Economists Invented Austerity and Paved the Way to Fascism (University 
of Chicago Press, 2022)

Austerity is less of a means to “fix the economy” and is more of an ideological weapon 
wielded by economic and political elites in order to keep the working class at bay and 
close off any alternatives to the capitalist system

AI and the neo-liberal order of ‘austerity’



Under the marketing formula 'artificial intelligence’, Big Tech companies have 
disseminated and marketed machine-learning systems to perform tasks that such 
systems cannot perform or that are simply not possible.

Among the products of this kind are
1. self-driving cars,
2. predictive optimisation systems,
3. natural language generators

Development of dangerous and/or non-
functioning systems

D. Tafani, Sistemi fuori controllo o prodotti fuorilegge? La cosiddetta «intelligenza artificiale» e il risveglio del 
diritto https://btfp.sp.unipi.it/it/2023/05/sistemi-fuori-controllo-o-prodotti-fuorilegge/

https://btfp.sp.unipi.it/it/2023/05/sistemi-fuori-controllo-o-prodotti-fuorilegge/


Self-driving cars and the ‘trolley dilemma’

G. Tamburrini Etica delle macchine. Dilemmi morali per robotica e intelligenza artificiale (Carocci, 2020)



Self-driving cars and the ‘trolley dilemma’
The idea that, in the event of an accident, self-driving car technology poses extraordinary
ethical dilemmas – such as the choices the cars themselves would have to make – rather
than the usual issues of safety, transparency, control and caution, stems from the
anthropomorphic consideration of such vehicles as moral agents.

→ Narratives generated, for marketing purposes, by producers.

It is the usual operation in the field of AI ethics: morally difficult cases are introduced into
the philosophical marketplace, with which specialists and the general public can dally for a
few years, thus distracting public opinion and institutions from the fact that ML systems
simply do not work, and thus cause harm, when used for tasks that, like driving on ordinary
urban roads, would require general artificial intelligence.

H. Jin, Tesla video promoting self-driving was staged, engineer testifies, 'Reuters', January 18, 2023, https://www.reuters.com/article/tesla-
autopilot-video-idTRNIKBN2TW1EB ;
P. Valdes-Dapena, Tesla: Our 'failure' to make actual self-driving cars ' is not fraud' , December 12, 2022,
https://edition.cnn.com/2022/12/12/business/tesla-fsd-autopilot-lawsuit/index.html

https://www.reuters.com/article/tesla-autopilot-video-idTRNIKBN2TW1EB
https://www.reuters.com/article/tesla-autopilot-video-idTRNIKBN2TW1EB
https://edition.cnn.com/2022/12/12/business/tesla-fsd-autopilot-lawsuit/index.html


Self-driving cars
• Are not going to happen as such

• They will only be functioning in highly controlled environments

• Policy dilemma: since technology cannot adapt to ‘complex environments’, should we  
then adapt our public spaces to the needs of technology?



Predictive Optimisation Systems

https://www.aisnakeoil.com/



Snake oil AI?



Snake oil AI?

https://www.technologyreview.com/2022/01/31/1044576/corsight-face-recognition-from-dna/ 

https://www.technologyreview.com/2022/01/31/1044576/corsight-face-recognition-from-dna/


Snake oil AI?



Inherent limits of POS systems

Example: POS claiming 90% success rate and only 0.1% false positives in 
identifying suspect terrorists from CCTV live recordings

Very effective, isn’t it?

Real life application: imagine 10M people transiting through train stations in a 
given period of time, of whom 500 are ‘real’ suspects = 450 individuals correctly 
identified + 10,000 false positives (!)

Credit: Stefano Isola A fin di bene: il nuovo potere della ragione artificiale (Asterios, 2023)



https://predictive-optimization.cs.princeton.edu

https://predictive-optimization.cs.princeton.edu/


We cannot predict the future behaviour of individual human beings. Not even using AI.

For the prediction of social outcomes, AI is not significantly better than a manual
calculation using only a few features.

AI applications that promise to predict social outcomes are based on pseudoscience,
they are 'snake oil'.

On closer inspection, such systems turn out to be so unreliable for predicting individual
events and actions that some researchers rather suggest the use of a lottery among
eligible persons.

A. Wang, S. Kapoor, S. Barocas, A. Narayanan, Against Predictive Optimization: On the Legitimacy of Decision-Making Algorithms
that Optimize Predictive Accuracy, October 4, 2022, pp. 1-29, https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4238015

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4238015


Natural language generators



Natural language generators

• Large language models (LLM) use probability estimates to perform 
tasks such as predicting the next word in a sequence



ChatGPT – How does it work?

• Lots of data
GPT-3 was trained on millions of books, webpages, and other electronic text. 
About 499 Billion tokens (words) (about 6 million 300 page books)

• Advanced machine learning methods
“deep learning” “transformer” “self-attention”

• Trained an enormous “Large Language Model” (LLM)
175 billion parameters 
(175 billion seconds is 5,425 years: i.e. from the time of the first cities in Southern Mesopotamia to 
now)

• Reinforcement Learning from Human Feedback 
ChatGPT is a tweaked version of GPT-3. 
Humans manually tagged the best responses to improve (subjective) performance



ChatGPT – does it work?

https://twitter.com/sama/status/1627110889508978688

OpenAI, GPT-4 Technical Report, 2023, https://arxiv.org/abs/2303.08774

https://twitter.com/sama/status/1627110889508978688
https://arxiv.org/abs/2303.08774


OpenAI, GPT-4 Technical Report, 2023, https://arxiv.org/abs/2303.08774

https://arxiv.org/abs/2303.08774


https://www.cbsnews.com/news/google-artificial-intelligence-future-60-minutes-transcript-
2023-04-16/

Scott Pelley: You don't fully understand how it works. And yet, you've turned it loose 
on society?
Sundar Pichai: Yeah. Let me put it this way. I don't think we fully understand how a 
human mind works either.

https://www.cbsnews.com/news/google-artificial-intelligence-future-60-minutes-transcript-2023-04-16/
https://www.cbsnews.com/news/google-artificial-intelligence-future-60-minutes-transcript-2023-04-16/


https://twitter.com/numetaljacket/status/1599540643025793025

https://twitter.com/numetaljacket/status/1599540643025793025


https://github.com/giuven95/chatgpt-failures

https://github.com/giuven95/chatgpt-failures


https://nitter.snopyta.org/ChatGPTGoneWild/status/1649511472266117130



https://nitter.snopyta.org/ChatGPTGoneWild/sta
tus/1647693762666319872/



https://twitter.com/PaulMainwood/status/1628347877595484162

https://twitter.com/PaulMainwood/status/1628347877595484162


https://www.reuters.com/legal/transactional/lawyer-who-cited-cases-concocted-by-ai-asks-
judge-spare-sanctions-2023-06-08/

https://www.reuters.com/legal/transactional/lawyer-who-cited-cases-concocted-by-ai-asks-judge-spare-sanctions-2023-06-08/
https://www.reuters.com/legal/transactional/lawyer-who-cited-cases-concocted-by-ai-asks-judge-spare-sanctions-2023-06-08/




https://www.theguardian.com/technolo
gy/2023/sep/01/mushroom-pickers-
urged-to-avoid-foraging-books-on-
amazon-that-appear-to-be-written-by-
ai

https://www.theguardian.com/technology/2023/sep/01/mushroom-pickers-urged-to-avoid-foraging-books-on-amazon-that-appear-to-be-written-by-ai
https://www.theguardian.com/technology/2023/sep/01/mushroom-pickers-urged-to-avoid-foraging-books-on-amazon-that-appear-to-be-written-by-ai
https://www.theguardian.com/technology/2023/sep/01/mushroom-pickers-urged-to-avoid-foraging-books-on-amazon-that-appear-to-be-written-by-ai
https://www.theguardian.com/technology/2023/sep/01/mushroom-pickers-urged-to-avoid-foraging-books-on-amazon-that-appear-to-be-written-by-ai
https://www.theguardian.com/technology/2023/sep/01/mushroom-pickers-urged-to-avoid-foraging-books-on-amazon-that-appear-to-be-written-by-ai


https://www.theguardian.com/books/2023/se
p/20/amazon-restricts-authors-from-self-
publishing-more-than-three-books-a-day-
after-ai-concerns

https://www.theguardian.com/books/2023/sep/20/amazon-restricts-authors-from-self-publishing-more-than-three-books-a-day-after-ai-concerns
https://www.theguardian.com/books/2023/sep/20/amazon-restricts-authors-from-self-publishing-more-than-three-books-a-day-after-ai-concerns
https://www.theguardian.com/books/2023/sep/20/amazon-restricts-authors-from-self-publishing-more-than-three-books-a-day-after-ai-concerns
https://www.theguardian.com/books/2023/sep/20/amazon-restricts-authors-from-self-publishing-more-than-three-books-a-day-after-ai-concerns




https://www.theguardian.com/technology/2023/apr/06
/australian-mayor-prepares-worlds-first-defamation-
lawsuit-over-chatgpt-content

https://www.theguardian.com/technology/2023/apr/06/australian-mayor-prepares-worlds-first-defamation-lawsuit-over-chatgpt-content
https://www.theguardian.com/technology/2023/apr/06/australian-mayor-prepares-worlds-first-defamation-lawsuit-over-chatgpt-content
https://www.theguardian.com/technology/2023/apr/06/australian-mayor-prepares-worlds-first-defamation-lawsuit-over-chatgpt-content


New York Times v OpenAI, filed 27.12.2023



Gary Marcus and Reid Southen, Generative AI Has a Visual Plagiarism Problem. Experiments with Midjourney and 
DALL-E 3 show a copyright minefield, IEEESPECTRUM, 6 January 202

https://spectrum.ieee.org/midjourney-copyright

https://spectrum.ieee.org/midjourney-copyright


Gary Marcus and Reid Southen, Generative AI Has a Visual Plagiarism Problem. Experiments with Midjourney and 
DALL-E 3 show a copyright minefield, IEEESPECTRUM, 6 January 202

https://spectrum.ieee.org/midjourney-copyright

https://spectrum.ieee.org/midjourney-copyright


Technological exceptionalism and “legal vacuum”

• The argument that existing laws do not apply to products based on 'artificial intelligence', by
virtue of their novelty and extraordinariness, and that new laws, written ad hoc for each
technology, are therefore needed, serves to give rise to a race that will see the legislator
perpetually scrambling to keep up with the latest technological innovations, which will then be
marketable ex lege.

• The problem is not the absence of a legal answer, but rather the doubt as to the meaning of that
answer (it would then be more correct to speak of legal vagueness, particularly in the absence of
precedent).

D. Tafani, Sistemi fuori controllo o prodotti fuorilegge? La cosiddetta «intelligenza artificiale» e il risveglio del 
diritto https://btfp.sp.unipi.it/it/2023/05/sistemi-fuori-controllo-o-prodotti-fuorilegge/

https://btfp.sp.unipi.it/it/2023/05/sistemi-fuori-controllo-o-prodotti-fuorilegge/


Federal Trade Commission investigation

"There is no AI exemption to the laws on the books".
Lina M. Khan (FTC chair)

• ChatGPT investigation opened on 14 July 2023

• Alleged offences: unfair or deceptive practices in relation to

1) Privacy and data security

2) Consumer damage, including reputational damage



Damage to people's reputation

• Some cases currently pending in Australia and the USA

• In Italy: Article 595 of the criminal code. The offence is committed when 
there is 'objective circulation' of an offence against the reputation of 
others (incl. attribution of a specific fact)

• Can an algorithm cause defamation? Relevant precedents: cases about 
Google Autocomplete



The alleged GDPR infringements:
• failure to provide the required transparency information about ChatGPT’s 

processing of personal data to users and other data subjects whose data is 
collected by ChatGPT;

• absence of a legal basis for processing personal data for the purposes of 
“training” the algorithms underlying the platform’s operations;

• inaccuracy in ChatGPT’s processing of personal data, because the information 
provided by ChatGPT does not always match the real data; and

• failure to verify users’ age, meaning that users under 13 years of age may 
allegedly obtain answers from ChatGPT not appropriate to their degree of 
development and self-awareness and in contravention of the ChatGPT terms.

Open AI was given 20 days from the date of receiving the measure to respond to the 
alleged breaches and provide details of any corrective measures.

Italian DPA 30.03.2023



On 29 January 2024 the Garante notified breaches of data protection 
laws to OpenAI and started a formal investigation

Open questions:

• Legal basis for data processing

• Principle of data accuracy

• Rights of the data subject?

Italian DPA 30.03.2023



❑ Consent

❑ Necessity
• Contract

• Legal obligation of the controller

• Vital interests of the data subject

• Public interest

❑ Legitimate interest of the data controller

Legal basis for data processing (GDPR, Art. 6)



LEGITIMATE INTEREST of the DATA CONTROLLER

(6) processing is necessary for the purposes of the legitimate interests 
pursued by the controller or by a third party, except where such interests are 
overridden by the interests or fundamental rights and freedoms of the data 
subject..

• Purpose – is this a use that the data subject would reasonably expect? Is 
there a risk it may cause harm? ...

• Necessity – Is the processing necessary for that purpose? Is there 
another reasonable and less intrusive way to achieve the result? ...

• Balancing – Do individual’s rights etc. override the interest of the data 
controller?

Examples : fraud prevention, information security, service improvement, ...



LEGITIMATE INTEREST of the DATA CONTROLLER

• Such a legal basis cannot be taken for granted: regulatory authorities 
will probably require AI companies to provide serious arguments to 
support the claim that their legitimate interests are properly 
balanced against the rights and freedoms of individuals.

• Meta v Bundeskartellamt, 4 July 2023 (C-252/21): Not an appropriate 
basis to justify tracking and profiling individuals in order to target 
Meta’s behavioural-based advertising business.



Personal data shall be...
(d) accurate and, where necessary, kept up to date; every reasonable 
step must be taken to ensure that personal data that are inaccurate, 
having regard to the purposes for which they are processed, are erased 
or rectified without delay (‘accuracy’);

Data accuracy – Art. 5(1)(d) GDPR



(1) Processing of personal data revealing racial or ethnic origin, political 
opinions, religious or philosophical beliefs, or trade union membership, and 
the processing of genetic data, biometric data for the purpose of uniquely 
identifying a natural person, data concerning health or data concerning a 
natural person's sex life or sexual orientation shall be prohibited.

(2) Paragraph 1 shall not apply if one of the following applies:

(a) the data subject has given explicit consent [...]

[...]

(e) processing relates to personal data which are manifestly made public by 
the data subject;

Processing of sensitive data – Art. 9 GDPR



Automated decision making and profiling – art. 22 GDPR

❑ Right not to be subject to a decision bases solely on automated means – except…
• where necessary to perform a contract
• is authorized by law, or
• the data subject has given explicit consent

→ Right or prohibition?
“The term “right” in the provision does not mean that Article 22(1) applies only when actively invoked by the data 
subject. Article 22(1) establishes a general prohibition for decision-making based solely on automated 
processing. This prohibition applies whether or not the data subject takes an action regarding the processing of 
their personal data”. 

(WP29, Guidelines on Automated individual decision-making and 
Profiling for the purposes of Regulation 2016/679, adopted on 3 October 
2017)







‘EU Fundamental rights and values’ – focus on human dignity

EU Charter of Fundamental Rights, art. 1
Human dignity is inviolable. It must be respected and protected.

German Basic Law (Grundgesetz), art. 1
(1) Die Würde des Menschen ist unantastbar. Sie zu achten und zu schützen ist Verpflichtung aller 

staatlichen Gewalt [Human dignity shall be inviolable. To respect and protect it shall be the duty 
of all state authority]

Italian Constitution (Costituzione), art. 3
All citizens have equal social dignity and are equal before the law, without distinction of sex, race, 
language, religion, political opinion, personal and social conditions. It is the duty of the Republic to 
remove those obstacles of an economic or social nature which constrain the freedom and equality 
of citizens, thereby impeding the full development of the human person and the effective 
participation of all workers in the political, economic and social organisation of the country. 

Art. 41. Private economic enterprise is free. It may not be carried out against the common good or 
in such a manner that could damage safety, liberty and human dignity. (...)



‘EU Fundamental rights and values’ – focus on human dignity

Decision of the German Federal Constitutional Court of 15 February 2015 (BvR 357/05)

Legal issue: Is § 14.3 of the Aviation Security Act (Luftsicherheitsgesetz – LuftSiG) authorising to 
shoot down by the direct use of armed force an aircraft that is intended to be used against human 
lives compatible with art. 1 GG?

Underlying ethical issue: Is respect for human dignity compatible with deliberate killing of innocent 
people, who are lost anyway already, in order to prevent crime perpetrators from killing a much 
larger number of people?

[Argument of the German state]: “Only if the state acts in accordance with § 14.3 LuftSIG, at least 
some of the threatened lives can be saved. In such an extraordinary situation, this can also be done 
to the detriment of those who cannot be saved anyway because they are inseparably linked with 
the weapon. [...] The dignity of the people on board an aircraft that will be shot down is respected. 
They are, albeit against their will, part of a weapon that threatens the lives of others.”



ARGUMENT OF THE COURT

1) the biological and physical existence of every human being is protected against encroachments by 
the state from the point in time of its coming into being until the human being’s death, 
independently of the individual’s circumstances of life and of his or her physical state and state of 
mind. Every human life as such has the same value [...] Human life and human dignity enjoy the 
same constitutional protection regardless of the duration of the physical existence of the individual 
human being

2) the obligation to respect and protect human dignity generally precludes making a human being a 
mere object of the state / The assumption that anyone who is held on board an aircraft under the 
command of persons who intend to use the aircraft as a weapon of a crime against other people’s 
lives [...] has become part of a weapon [...] expresses in a virtually undisguised manner that the 
victims of such an incident are no longer perceived as human beings but as part of an object, a view 
by which they themselves become object.

3) the decision [to shoot down the civil aircraft] would have to be taken on the basis of a suspicion 
only and not on the basis of established facts / it will therefore not be possible to make a reliable 
statement about these people’s lives being “lost anyway already”.



Three key points on human dignity as legal concept:

• Human life cannot be measured, weighted or counted. Its “value” is 
incommensurable

• Human beings can never become objects (unless they voluntarily put themselves in 
a condition to be treated “as” objects)

• Decisions taken on a probabilistic basis cannot be applied to human beings
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